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(57) ABSTRACT

A method includes, in a memory controller that controls a
memory, evaluating an available memory space remaining
in the memory to write data. A redundant storage configu-
ration is selected in the memory controller depending on the
available memory space. Redundancy information is calcu-
lated over the data using the selected redundant storage
configuration. The data and the redundancy information are
written to the available memory space in the memory.
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SELECTION OF REDUNDANT STORAGE
CONFIGURATION BASED ON AVAILABLE
MEMORY SPACE

PRIORITY INFORMATION

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/826,203, now U.S. Pat. No. 9,098,445,
entitled “Selection of Redundant Storage Configuration
Based on Available Memory Space,” filed Mar. 14, 2013,
which is hereby incorporated by reference in its entirety as
though fully and completely set forth herein.

TECHNICAL FIELD

Embodiments disclosed herein relate generally to
memory systems, and particularly to redundant storage
configurations.

BACKGROUND

Non-volatile memory systems, such as Solid State Drives
(SSD), sometimes store data using redundant storage
schemes in order to ensure that data written to the SSD can
be successfully retrieved in the event of memory failure.
Various redundant storage schemes for non-volatile memory
are known in the art.

For example, U.S. Patent Application Publication 2010/
0017650, whose disclosure is incorporated herein by refer-
ence, describes a non-volatile memory data storage system,
which includes a host interface for communicating with an
external host, and a main storage including a first plurality
of Flash memory devices. Each memory device includes a
second plurality of memory blocks. A third plurality of first
stage controllers are coupled to the first plurality of Flash
memory devices. A second stage controller is coupled to the
host interface and the third plurality of first stage controller
through an internal interface. The second stage controller is
configured to perform Redundant Array of Independent
Disks (RAID) operation for data recovery according to at
least one parity.

As another example, U.S. Patent Application Publication
2009/0204872, whose disclosure is incorporated herein by
reference, describes a Flash module having raw-NAND
Flash memory chips accessed over a Physical-Block
Address (PBA) bus by a controller. The controller converts
logical block addresses to physical block addresses. In some
embodiments, data can be arranged to provide redundant
storage, which is similar to a RAID system, in order to
improve system reliability.

SUMMARY

An embodiment described herein provides a method
including, in a memory controller that controls a memory,
evaluating an available memory space remaining in the
memory to write data. A redundant storage configuration is
selected in the memory controller depending on the avail-
able memory space. Redundancy information is calculated
over the data using the selected redundant storage configu-
ration. The data and the redundancy information are written
to the available memory space in the memory.

In some embodiments, selecting the redundant storage
configuration includes choosing, based on the available
memory space, a number of memory blocks over which the
redundancy information is calculated. In other embodi-
ments, selecting the redundant storage -configuration
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includes choosing an Error Correction Code (ECC) having
a code rate that depends on the available memory space, and
calculating the redundancy information includes computing
the redundancy information using the chosen ECC. In yet
other embodiments, selecting the redundant storage configu-
ration includes reassigning one or more memory blocks
from storing a part of the redundancy information to storing
a portion of the data.

In some embodiments, selecting the redundant storage
configuration includes switching from a first storage con-
figuration that protects against failure of one or more entire
memory blocks to a second storage configuration that pro-
tects against failure of only portions of the memory blocks.
In other embodiments, switching from the first to the second
storage configuration is performed while recycling a redun-
dancy block produced by the first storage configuration. In
yet other embodiments, selecting the redundant storage
configuration includes modifying the redundant storage con-
figuration upon detecting that the available memory space is
below a predefined threshold.

There is additionally provided, in accordance with an
embodiment, an apparatus including a memory and a
memory controller. The memory controller is configured to
evaluate an available memory space remaining in the
memory to write data, to select a redundant storage con-
figuration depending on the available memory space, to
calculate redundancy information over the data using the
selected redundant storage configuration, and to write the
data and the redundancy information to the available
memory space in the memory.

There is additionally provided, in accordance with an
embodiment, a memory controller including an interface and
aprocessor. The interface is configured to communicate with
a memory. The processor is configured to evaluate an
available memory space remaining in the memory to write
data, to select a redundant storage configuration depending
on the available memory space, to calculate redundancy
information over the data using the selected redundant
storage configuration, and to write the data and the redun-
dancy information to the available memory space in the
memory.

The present disclosure will be more fully understood from
the following detailed description of the embodiments
thereof, taken together with the drawings in which:

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram that schematically illustrates a
memory system, in accordance with an embodiment; and

FIG. 2 is a flow chart that schematically illustrates a
method for selecting a redundant storage configuration, in
accordance with an embodiment.

DETAILED DESCRIPTION OF EMBODIMENTS
Overview

Embodiments described herein provide improved redun-
dant storage schemes for protecting memory systems, such
as a Solid State Drive (SSD), against memory failures. The
disclosed techniques enable a memory controller the free-
dom to select a redundant storage configuration based on the
available memory space in order to improve the overall
performance of the memory system.

For example, the memory controller may reassign
memory space from storing redundancy information to
storing data, when the controller evaluates that there may not
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be enough memory space to write new data. As another
example, when the available memory space is small, the
memory controller may choose redundant storage schemes
that generate less redundancy information and thus less
overhead.

In a typical implementation, the memory controller first
evaluates the currently available memory space. The
memory controller then has the flexibility to choose the
method for calculating new redundancy information, and the
memory space in which the new redundancy information
and new data will both occupy, based on the currently
available memory space.

Using the disclosed techniques described herein, storage
reliability can be traded for memory space as needed: Data
is stored with very high reliability when the available
memory space permits. When the memory becomes full,
additional memory space can be obtained at the expense of
some degradation in resilience to failures.

System Description

FIG. 1 is a block diagram that schematically illustrates a
memory system 20, in accordance with an embodiment. A
host 10 sends data for storage and conversely receives data
retrieved from storage from memory system 20. System 20
can be used in various host systems and devices, such as in
computing devices, cellular phones or other communication
terminals, removable memory modules (sometimes referred
to as “USB Flash Drives™), Solid State Drives (SSD), digital
cameras, music and other media players and/or any other
system or device in which data is stored and retrieved.

Memory system 20 comprises a memory controller 25
that reads and writes data to a non-volatile memory, in the
present example one or more Flash memory devices 30.
Controller 25 comprises a host interface 35 for communi-
cating with host 10, a processor 40 that carries out the
methods described herein, a Random Access Memory
(RAM) 45, and a memory interface 50 for communicating
with Flash devices 30.

In alternative embodiments, the non-volatile memory in
memory system 20 may comprise any other suitable type of
non-volatile memory, such as, for example, NOR Flash,
Charge Trap Flash (CTF), Phase Change RAM (PRAM),
Magneto-resistive RAM (MRAM) or Ferroelectric RAM
(FeRAM).

Each Flash device comprises multiple analog memory
cells. Each analog memory cell stores an analog voltage,
also referred to as a storage value, such as an electrical
charge or voltage, which represents the information stored in
the cell. In Flash memories, the range of possible analog
values is divided into regions, each region corresponding to
one or more data bit values. Data is written to analog
memory cells by writing a nominal analog value that cor-
responds to the desired bit or bits.

Typically, the memory cells in each device 30 are
arranged in memory blocks. Each memory block comprises
an array of memory cells whose rows are associated with
word lines and whose columns are associated with bit lines.
Each word line typically stores one or more pages of data.
Data is typically written and read in page units, and erased
in block units. The performance of system 20 may be
affected by various memory failures, e.g., block failures or
word-line failures. In some embodiments that are described
herein, memory controller 25 applies redundant storage
configurations that protect the stored data from such failures.

Controller 25, and in particular processor 40, may be
implemented in hardware. Alternatively, the controller may
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comprise a microprocessor that runs suitable software, or a
combination of hardware and software elements.

The configuration of FIG. 1 is an exemplary system
configuration, which is shown purely for the sake of con-
ceptual clarity. Any other suitable memory system configu-
ration can also be used. Elements that are not necessary for
understanding the principles included in the present disclo-
sure, such as various interfaces, addressing circuits, timing
and sequencing circuits and debugging circuits, have been
omitted from the figure for clarity.

Although the example of FIG. 1 shows three memory
devices 30, system 20 may comprise any desired number of
memory devices that are controlled by memory controller
25. In the exemplary system configuration shown in FIG. 1,
memory devices 30 and memory controller 25 are imple-
mented as two separate Integrated Circuits (ICs). In alter-
native embodiments, however, the memory devices and the
memory controller may be integrated on separate semicon-
ductor dies in a single Multi-Chip Package (MCP) or System
on Chip (SoC), and may be interconnected by an internal
bus. Further alternatively, some or all of the memory con-
troller circuitry may reside on the same die on which the
memory devices are disposed. Further alternatively, some or
all of the functionality of memory controller 25 can be
implemented in software and carried out by a processor or
other element of the host system. In some embodiments,
host 10 and memory controller 25 may be fabricated on the
same die, or on separate dies in the same device package.

In some embodiments, memory controller 25 comprises a
general-purpose processor, which is programmed in soft-
ware to carry out the functions described herein. The soft-
ware may be downloaded to the processor in electronic
form, over a network, for example, or it may, alternatively
or additionally, be provided and/or stored on non-transitory
tangible media, such as magnetic, optical, or electronic
memory.

Selection of Redundant Storage Configurations
Based on Available Memory Space

As noted above, various types of memory failures may
occur in devices 30. Possible memory failures comprise, for
example, failure of a memory block or a word line in one of
devices 30. In order to protect the data from such failures,
memory controller 25 stores the data using a redundant
storage configuration.

In some practical cases, most block failures occur during
programming, and therefore a higher degree of protection is
typically needed at that stage. Example techniques for
protecting data from programming failures are described in
U.S. patent application Ser. No. 13/592,561, filed Aug. 23,
2012, which is assigned to the assignee of the present patent
application and whose disclosure is incorporated herein by
reference.

Typically, the memory controller calculates redundancy
information over certain data, and stores the data and the
redundancy information in devices 30. The redundant stor-
age configuration is designed so that, in case of a memory
failure, the data in the failed memory cells can be recon-
structed using the remaining data and the redundancy infor-
mation. For example, the memory controller may use a
RAID scheme for this purpose.

In practice, however, the failure resilience of the redun-
dant storage comes at the expense of memory space. More
redundancy typically improves the resilience to failures, but
on the other hand reduces the available memory space. In
some embodiments, memory controller 25 adapts the rela-



US 9,465,552 B2

5

tive size of the redundancy information, i.e., the amount of
memory overhead incurred by the redundant storage, to
match the available memory space in devices 30.

FIG. 2 is a flow chart that schematically illustrates a
method for selecting a redundant storage configuration, in
accordance with an embodiment. In an evaluating step 100,
memory controller 25 evaluates the available memory space
in memory devices 30 to write data. In a selecting step 110,
memory controller 25 selects a redundant storage configu-
ration depending on the available memory space. In a
calculating step 120, memory controller 25 calculates redun-
dancy information using the selected redundant storage
configuration. In a writing step 130, memory controller 25
writes the data and the redundancy information to the
available memory space in the memory.

In one redundant storage configuration, the redundancy
information can be calculated in step 120 by performing
bit-wise logical XOR operation over multiple memory
blocks of data, to produce a XOR parity block which is
stored in memory in step 130. Using such RAID XOR
techniques, a RAID stripe comprises N blocks: N-1 data
blocks and a parity (redundancy) block that is computed by
bit-wise XOR operation on the N-1 data blocks, where N is
an integer. In the event of a single block failure in the stripe,
the memory controller can reconstruct the data from the
parity block and the remaining blocks.

For smaller N, more parity blocks for a given volume of
data are computed, and the amount of memory space avail-
able in the SSD is reduced. Conversely, by increasing N,
each parity block is created from a larger number of data
blocks, thus increasing the available memory space.

In an embodiment, if the memory controller detects that
the memory space available for new data in step 100 is
below a predefined threshold, the controller may increase N
in step 110 so as to create the redundancy data in step 120
by calculating the XOR over more data blocks. Increasing N
reduces the number of parity blocks, or effectively the
memory space occupied by all of the redundancy informa-
tion. The remaining available memory space can be used, for
example, for storing new data or for providing higher
over-provisioning.

In an alternative redundant storage configuration, memory
controller 25 may calculate the redundancy information
using an error correcting code (ECC) scheme in step 120. In
other words, the redundancy information in these embodi-
ments comprises the redundancy bits of the ECC. Decoding
the stored ECC encoded data can be used to retrieve lost
data. One special class of codes that are commonly used in
non-volatile memory systems is Low Density Parity Check
(LDPC) codes. Other classes of codes such as Bose-Chaud-
huri-Hocquenghem (BCH) codes may also be used. The
redundancy bits used in the coding schemes can be stored in
memory blocks either with the data blocks or separately
from the data blocks.

For each of these classes of ECC codes, the ratio of the
encoded data size to the original raw data size is referred to
as a coding rate. Some ECC encoders and decoders can be
configured to modify the code rate such that the memory
controller can reduce the size of the encoded data in memory
in step 110 if the evaluated available memory space in step
100 is below a predefined threshold. Alternatively, the
memory controller can change the coding scheme in step
110 to make an effective change in the code rate in order to
change the size of the redundancy information written to
memory in step 130 in response to the available memory
space in step 100.
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In either of the redundant storage configurations based on
the XOR or ECC schemes previously described, the memory
controller can change the size of the redundancy information
stored in the memory in response to an initial assessment of
the currently available memory space in step 100 remaining
in the memory to write new data. If the available memory is
below a predefined threshold, the size of the redundancy
information can be made smaller in step 120. The memory
controller may even decide in step 110 not to create any
redundancy information if little memory is left available for
new data. The memory controller may decide to change the
overall redundant storage configuration from ECC to XOR
in step 110, for example, or to any suitable redundancy
scheme.

The redundancy schemes of ECC and XOR previously
described and the flow chart shown in FIG. 2 are by way of
example and not by limitation of the embodiments. Any
suitable redundant storage configuration can be used, where
the memory controller has the flexibility to effectively
change the size of the redundancy information stored in
memory in step 110 and step 120, in response to evaluating
that the available memory space in step 100 has been
reduced below a predefined threshold, in accordance with
the embodiments.

In some embodiments, the memory controller modifies
the redundant storage configuration by reassigning a
memory block that previously served as a parity block to
serve as a data block. The reassignment may occur, for
example, after the RAID stripe is successfully written. This
sort of reassignment effectively changes the parity block into
a data block. The proportion of memory space dedicated for
redundancy is thus dynamically changed when the memory
space for new data is below a predefined threshold.

In other embodiments, the memory controller stores the
redundancy information in a dedicated redundancy stripe,
e.g., a dedicated group of blocks. As the memory becomes
full, the memory controller may reassign the redundancy
stripe, or parts thereof, for storing new data.

Generally, the redundant storage configuration may com-
prise storing the redundancy information calculated in step
120 in a parity block or stripe, which is reused as the
memory controller detects that the available space for new
data evaluated in step 100 is too low (e.g., below a pre-
defined threshold). The redundancy information can be
stored in a reusable parity block or stripe in a first separate
Flash memory device in step 130, and the data is written into
the data blocks in one or more Flash memory devices
different from the first Flash device for the redundancy
information in order to increase the endurance of the blocks
in which are reused for the redundancy information.

In yet other embodiments, memory controller 25 may
apply full protection against block failure during program-
ming, and later revert to protecting only against word-line
failures during readout. In these embodiments, the memory
controller initially stores the data using a redundant storage
configuration that produces a redundancy block that protects
against block failure. When recycling the redundancy block
(e.g., as part of a compaction of “garbage collection” pro-
cess), the memory controller may replace the full redun-
dancy block with individual redundancy pages that protect
against individual word line failures. The latter scheme
incurs less overhead, for example, since it protects only
valid pages instead of entire blocks.

Although the embodiments described herein mainly
address redundancy configurations in solid state drives, the
methods described herein can also be used in any other
suitable data storage system.
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It will thus be appreciated that the embodiments described
above are cited by way of example, and that the present
disclosure is not limited to what has been particularly shown
and described hereinabove. Rather, the scope of the present
disclosure includes both combinations and sub-combina-
tions of the various features described hereinabove, as well
as variations and modifications thereof which would occur
to persons skilled in the art upon reading the foregoing
description and which are not disclosed in the prior art.
Documents incorporated by reference in the present patent
application are to be considered an integral part of the
application except that to the extent any terms are defined in
these incorporated documents in a manner that conflicts with
the definitions made explicitly or implicitly in the present
specification, only the definitions in the present specification
should be considered.

The invention claimed is:

1. An apparatus, comprising:

an interface coupled to a memory, wherein the memory

includes at least one Redundant Array of Independent
Disks (RAID) stripe, wherein the at least one RAID
stripe includes a first set of blocks, and a second set of
blocks; and

a processor configured to:

determine an amount of space available in the memory
for storing new data;

increase a number of blocks in the first set of blocks in
response to a determination that the amount of space
available in the memory for storing new data is less
than a predefined threshold value;

calculate first redundancy information for data to be
stored in the at least one RAID stripe using a first
redundancy scheme; and

store the data in the first set of blocks and the redun-
dancy information in the second set of blocks;

wherein to increase the number of blocks in the first set
of blocks, the processor is further configured to
calculate second redundancy information for data
stored in at least one block of the first set of blocks
using a second redundancy scheme, wherein a stor-
age overhead associated with the second redundancy
scheme is less than an overhead associated with the
first redundancy scheme.

2. The apparatus of claim 1, wherein to increase the
number of blocks in the first set of blocks, the processor is
further configured to reassign a block from the second set of
blocks to the first set of blocks.

3. The apparatus of claim 1, wherein the processor is
further configured to select a code rate for an Error Correc-
tion Code (ECC) dependent upon the amount of space
available for storing new data.

4. The apparatus of claim 3, wherein to calculate the
redundancy information, the processor is further configured
to calculate the ECC using the code rate.

5. The apparatus of claim 1, wherein to calculate the
redundancy information the processor is further configured
to calculate a bit-wise XOR for the data to be stored in the
first set of blocks.

6. The apparatus of claim 1, wherein the memory includes
a plurality of non-volatile memory devices.

7. A method, comprising:

determining an amount of space available in the memory

for storing new data, wherein the memory includes at
least one Redundant Array of Independent Disks
(RAID) stripe, wherein the at least one RAID stripe
includes a first set of blocks, and a second set of blocks;
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increasing a number of blocks in the first set of blocks in
response to a determination that the amount of space
available in the memory for storing new data is less
than a predefined threshold value;

calculating first redundancy information for data to be

stored in the at least one RAID stripe using a first
redundancy scheme; and
storing the data in the first set of blocks and the redun-
dancy information in the second set of blocks;

wherein increasing the number of blocks in the first set of
blocks includes calculating second redundancy infor-
mation for data stored in at least one block of the first
set of blocks using a second redundancy scheme,
wherein a storage overhead associated with the second
redundancy scheme is less than an overhead associated
with the first redundancy scheme.

8. The method of claim 7, wherein increasing the number
of blocks in the first set of blocks includes reassigning a
given block from the second set of blocks to the first set of
blocks.

9. The method of claim 8, wherein reassigning the given
block from the second set of blocks to the first set of blocks
includes determining a write operation to the at least one
RAID stripe has completed.

10. The method of claim 7, further comprising selecting
a code rate for an Error Correction Code (ECC) dependent
upon the amount of space available for storing new data.

11. The method of claim 10, wherein calculating the
redundancy information includes calculating a bit-wise
XOR for the data to be stored in the first set of blocks.

12. The method of claim 7, wherein the memory includes
a plurality of non-volatile memory devices.

13. The method of claim 12, wherein the first set of blocks
is included in a first subset of the plurality of non-volatile
memory devices, and wherein the second subset of blocks
are included in a second subset of the plurality of non-
volatile memory devices different from the first subset.

14. A system, comprising:

a memory including at least one Redundant Array of

Independent Disks (RAID) stripe, wherein the at least
one RAID stripe includes a first set of blocks, and a
second set of blocks; and

a memory controller configured to:

determine an amount of space available in the memory
for storing new data;

increase a number of blocks in the first set of blocks in
response to a determination that the amount of space
available in the memory for storing new data is less
than a predefined threshold value;

calculate first redundancy information for data to be
stored in the at least one RAID stripe using a first
redundancy scheme; and

store the data in the first set of blocks and the redun-
dancy information in the second set of blocks;

wherein to increase the number of blocks in the first set
of blocks, the memory controller is further config-
ured to calculate second redundancy information for
data stored in at least one block of the first set of
blocks using a second redundancy scheme, wherein
a storage overhead associated with the second redun-
dancy scheme is less than an overhead associated
with the first redundancy scheme.

15. The system of claim 14, wherein to increase the
number of blocks in the first set of blocks, the memory
controller is further configured to reassign a block from the
second set of blocks to the first set of blocks.
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16. The system of claim 14, wherein the memory con-
troller is further configured to select a code rate for an Error
Correction Code (ECC) dependent upon the amount of space
available for storing new data.

17. The system of claim 16, wherein calculate the redun-
dancy information, the memory controller is further config-
ured to calculate the ECC using the code rate.

18. The system of claim 14, wherein to calculate the
redundancy information the processor is further configured
to calculate a bit-wise XOR for the data to be stored in the
first set of blocks.

19. The system of claim 14, wherein the memory includes
a plurality of non-volatile memory devices.

20. The system of claim 19, wherein the first set of blocks
is included in a first subset of the plurality of non-volatile
memory devices, and wherein the second subset of blocks
are included in a second subset of the plurality of non-
volatile memory devices different from the first subset.
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